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Introduction

In the 1990s, the stock market soared to record highs, and increased at such fast rates that people falsely believed it would never fall.  In 2001, the market did decline dramatically, and everyone realized that the risk of a recession had always been present.  Since then, there have been several fluctuations in the market for various economic and political reasons.  The key in predicting the change in the market is to understand what factors affect it, and the level of risk associated with each factor.  This paper attempts to describe the key economic factors that affect the price of a stock in a one year period.  More specifically, biotechnology firms were selected for this research, both listed on the NYSE and NASDAQ, because of their recent volatility and hype in 2002.  The goal of this research is to determine if a stock’s price fluctuates because of the company’s performance in that year, or if investor emotion is an underlying factor that drives the market.

Background

According to Balke and Wohar (2001), the standard method to price a stock is defined to be the present value of the future dividends expected to be generated by the stock.  This method is accurate in only a purely theoretical world.  There are many assumptions that have to be made in order to determine the present value of future earnings, such as the projected cash flows to shareholders, timing of the cash flow stream, risk associated with the cash flows, and inflation rates.  Since none of these factors can be estimated with absolute certainty, this model simply does not work.  Balke and Wohar (2002) realized this and found that Leroy and Porter (1981) and Shiller (1981) discovered that, with the assumption of a constant discount factor, stock prices were too volatile to be consistent with movements in future dividends.  They then attempted to find a new method using various fundamental variables.   They, however, argued that there is a fundamental problem in identifying the sources of stock price movements.  The problem lies in the fact that stock prices (or more specifically price/dividend ratios) are very persistent but neither real dividend growth nor excess returns are.

Since looking to the future has not provided a solid solution to determine a stock price, perhaps analyzing the present is worthwhile.  According to Fisher (1997), analysts’ earnings estimates may affect stock prices.  Actual earnings can differ from estimated earnings, and when a company announces their earnings, the stock price may change relative to how off the estimates were.  

When the estimates are on target, sometimes a stock may greatly fluctuate.  Zacks (2000) shows an example of two stocks that posted positive earnings inline with analysts’ estimates.  One of these stocks dropped and the other did not, and Zacks proposes that this is because of a factor called sales surprise.  It occurs when a stock posts positive gains, but cautions that sales in the next quarter will be weak, or vice versa.  This announcement can have a stronger impact that the actual earnings the company has showed, despite the fact that there is no absolute truth to the announcement because, after all, it is just another estimate.  Since announcements from an individual company can greatly affect its stock, research should be made to determine if general announcements can affect an entire sector or perhaps the entire market altogether.

In the late 1990s, unemployment was very low, and the stock market kept rising.  Positive news about the economy was being printed daily, and perhaps this helped the market’s strong growth.  Goldstein (2001) supports this claim by stating that during an economic boom, companies and consumers alike become avid buyers.  They do not hesitate when purchasing goods, services, or even securities.  All of these resulting sales cause companies to have increased income that allows for more growth, upgrading technology, and investment in other companies.  The extra demand results in higher stock prices.  Also, just the opposite is true during a recession.

The future and present factors have been researched and it would be worthwhile to examine if a companies past performance will affect its stock price.  Some factors such as how long the company has been in business, increase of income from year to year, and even the past stock price may all effect how the stock price is changing in the present.  There are many different factors that could be researched, but the most obvious ones are revenue, net income, cash from operating activities, cash from financing activities, earnings per share, and market capitalization.

Theoretical Model

The dependent variable for this model is the stock price of company i in the biotechnology sector at 12/31/02 (STOCK2002).  A total of six independent variables were used in the final model.  The first variable is the stock price of company i at 12/31/01 (STOCK2001).  This variable has a positive effect and sets the general level of the stock.  The next variable is the cash from operating activities in 2002 (OP2002).  This variable has a positive relationship with the dependent variable and helps describe how the core business performed in 2002.  Other variables were tested to describe the same performance, but due to multicollinearity and other minor reasons, they did not work as well.  Another variable that helps explain how the business performed is earnings per share.  The actual earnings per share in 2002 were subtracted from the estimated earnings per share to create a variable that helps describe how the business performed in 2002 compared to what the analysts expected.  This variable has a positive relationship with the dependent variable and is called EPS.

In order to compare the past to the present, the net income from 2002 was subtracted from the net income in 2001.  This variable is named NI2002-NI2001 and has a positive relationship with the stock price in 2002.  Another variable that could potentially test for the inverse relationship is the change in cash from financing activities.  As a company generates more cash from financing, they are either raising their capital from debt or equity, which shows a weak performance and the stock should therefore decrease.  This variable did not prove to be significant and has a high correlation with several other of the independent variables, so it was removed form the final theoretical model.

In order to create a variable for size, the market capitalization of the company was included (MKTCAP).  This variable should have a slight positive relationship with the stock price in 2002 because larger companies have generally been in business for a long period of time, have a well known name, and also a well organized business.  Keeping all other variables constant, a large company’s stock should increase because it will have less risk than a smaller company.

The final variable in the regression model tries to describe how the overall market’s performance affects the individual companies’ stock price.  Since the change in any individual index such as the DJIA or NASDAQ composite cannot be used because of perfect multicollinearity, each companies’ beta was multiplied by the change in an index.  To select the index that best represents the overall market, the S&P 500 was used.  This variable (SP500*beta) should have a positive relationship with the stock price in 2002.  As the S&P 500 increases, and as long as the beta is positive, the individual companies’ stock price should increase as well.

The theoretical model is given in equation 1.


[image: image1.wmf]MKTCAP

 

beta

*

SP500

 

EPS

 

NI2001)

-

(NI2002

 

op2002

 

STOCK2001

 

c

 

  

STOCK2002

6

5

4

3

2

1

×

+

×

+

×

+

×

+

×

+

×

+

=

b

b

b

b

b

b

   (1)

Descriptive Data

Even though the companies selected for this research are very similar, the data collected for all of the variables differ greatly.  For almost all of the variables, the standard deviation exceeded the magnitude of the mean.  This is desirable because it is important to have large variations in the independent variables, which will result in minimizing the chance that the slope coefficients are erroneously predicted.  Table 1 lists all of the variables used in the final model along with the mean and standard deviation. 

	Variable
	Unit
	Mean
	Standard Deviation

	Stock2002
	[$]
	20
	17

	Stock2001
	[$]
	34
	24

	OP2002
	[$10e6]
	62.52
	141.58

	NI2002
	[$10e6]
	-60.28
	417.18

	NI2001
	[$10e6]
	26.13
	109.76

	Actual EPS
	[$]
	-0.01
	1.39

	Estimated EPS
	[$]
	-0.03
	1.32

	BETA
	-
	0.96
	0.68

	MKTCAP
	[$10e6]
	21371
	27774

	NI2002-NI2001
	[$10e6]
	-86.41
	461.16

	EPS
	[$]
	0.02
	0.17


Table 1

Empirical Results

The first regression model (Regression 1) of all of the final variables produced a decent fit, but five of the six variables are not significant on a 5% level. 
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Figure 1

Since this is a cross section data set, heteroskedasticity is probably polluting the results.  Another regression was run (Regression 2), with market capitalization used for the weighted least squares method.  The results improved greatly, with five of the six variables becoming significant.
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Figure 2

Holding all other variables constant, if the stock price in 2001 increased by $1, the stock price in 2002 will increase by $0.323.  For every million dollars of cash from operating activities, the stock price in 2002 will increase by $0.0522.  For every million dollars of net income more in 2002 than in 2001, the stock price will increase by $0.0112.  For every dollar that the actual earnings per share are more than the estimated earnings per share, the stock price will decrease by $8.56.  For a company whose beta is equal to one, the stock in 2002 will increase by $5.88 for a 100% increase in the S&P 500.  For every million dollars of market capitalization, the stock price will increase by $0.000258.

Diagnostics

After first analyzing the residual plot of Regression 1 and 2, there was one outlier that had an error of more than three standard deviations, while no other point had an error of more than 1.5 standard deviations.  This point was the dropped from the model and the regressions were re-run.  None of the slope coefficients changed signs or differed greatly in magnitude, but the adj. R-sq jumped from 0.65 to 0.82.  As a result of this improvement, the outlier was removed form the final model.

After comparing Regression 2 to Regression 1, the improvement can easily be seen.  One troubling result of the weighted least squares model is the sign of the slope for EPS.  This should be positive, but it came out negative and significant.  One of the good things about this model is that less than a third of the stock price in 2002 is described by the stock price in 2001.  This means that about two thirds of the stock price is determined the other variables such as performance in the current year and performance compared to the previous year.  Figure 3 shows the fitted, actual, and residual plot generated by EViews.
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Figure 3

This plot shows that the fit is very good, and none of the points has an error term larger than two standard deviations.  The sign of the error changes 16 times out of a possible 34, and this shows that there is no serial correlation (which would be rare for a cross section data set), but more importantly, it shows that the functional form of this model is most likely correct.  Curvature is not absolutely necessary for this model, but it will be tested by taking the log of the price of the stock in 2002 and in 2001.  Not surprisingly, none of the t-ratios changed significantly after using curvature.  See Appendix C for the results of this regression.

In order to test to see if heteroskedasticity has been removed from this model, the Park test was performed.  In regression one, the slope coefficient of the log of market capitalization has a t-ratio of 4.6.  This shows that the variance of the error is highly correlated to market capitalization.  In Regression 2, the t-ratio dropped to –1.3 which shows that the variance of the error is now constant.

Conclusion

Overall, this model worked better than expected.  Five of the six variables were significant, and the variable that was not significant helped remove heteroskedasticity.  There is one major problem with this model because the sign of the slope for EPS is negative which is the exact opposite of what the theory predicts.  It should be noted that the magnitude of the slope coefficient is not very large.  For every cent that the estimated earnings per share are too low, the stock price will decrease by $0.086.  This shows that this one variable will not greatly affect the dependent variable and does not cause a great problem with the model.  The only conclusion that can be made as to why the sign is wrong is that since this data set is relatively small compared to the number of biotechnology firms publicly traded, these firms selected are the few that go against the theory.  More research could be made to expand this data set, and hopefully the sign will changed when more firms are included.

This research can conclude that the stock price is definitely affected by the individual companies’ performance during that year and compared to the pervious year.  This is important because it shows that not only must a company be efficient and have positive earnings every year, but a company must also grow and improve from the pervious year in order to have their stock increase.  Many firms decide to acquire other firms in order to increase market dominance and extend products and services, but this research implies that a company who does this will also have a large potential to increase the price of their stock.  Another point that this research shows is that the stock price is subject to change greatly and always contains a great deal of risk.  Regardless of the name of the company, there is always a significant chance that a company will perform differently from last year and have their stock price change dramatically.
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Appendix A – Regression 1
	Date: 05/02/04   Time: 17:05

	Sample(adjusted): 1 34

	Included observations: 34 after adjusting endpoints

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	6.065633
	4.120503
	1.472061
	0.1526

	STOCK2001
	0.386981
	0.078986
	4.899368
	0.0000

	OP2002
	0.011296
	0.018848
	0.599330
	0.5539

	NI2002-NI2001
	0.006221
	0.005262
	1.182189
	0.2474

	EPS
	4.159601
	14.53519
	0.286175
	0.7769

	SP500*BETA
	10.85163
	8.259460
	1.313843
	0.2000

	MKTCAP
	0.000153
	9.72E-05
	1.579136
	0.1260

	R-squared
	0.803330
	    Mean dependent var
	19.57118

	Adjusted R-squared
	0.759626
	    S.D. dependent var
	17.06396

	S.E. of regression
	8.366111
	    Akaike info criterion
	7.267496

	Sum squared resid
	1889.779
	    Schwarz criterion
	7.581747

	Log likelihood
	-116.5474
	    F-statistic
	18.38102

	Durbin-Watson stat
	2.209350
	    Prob(F-statistic)
	0.000000


Appendix B – Regression 2 – Correcting for Heteroskedasticity

	Dependent Variable: STOCK2002/MKTCAP

	Method: Least Squares

	Date: 05/02/04   Time: 17:07

	Sample(adjusted): 1 34

	Included observations: 34 after adjusting endpoints

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	1/MKTCAP
	4.921546
	1.068388
	4.606515
	0.0001

	STOCK2001/MKTCAP
	0.322651
	0.042825
	7.534205
	0.0000

	OP2002/MKTCAP
	0.052209
	0.015458
	3.377495
	0.0022

	(NI2002-NI2001)/MKTCAP
	0.011211
	0.002670
	4.199065
	0.0003

	EPS/MKTCAP
	-8.564920
	4.342043
	-1.972555
	0.0589

	SP500*BETA/MKTCAP
	5.878641
	1.925575
	3.052927
	0.0050

	C
	0.000258
	0.000178
	1.450513
	0.1584

	R-squared
	0.853325
	    Mean dependent var
	0.001809

	Adjusted R-squared
	0.820731
	    S.D. dependent var
	0.001552

	S.E. of regression
	0.000657
	    Akaike info criterion
	-11.63680

	Sum squared resid
	1.17E-05
	    Schwarz criterion
	-11.32255

	Log likelihood
	204.8256
	    F-statistic
	26.18012

	Durbin-Watson stat
	1.877202
	    Prob(F-statistic)
	0.000000


Appendix C – Regression 3 – Curvature

	Dependent Variable: LOG(STOCK2002)

	Method: Least Squares

	Date: 05/02/04   Time: 17:06

	Sample(adjusted): 1 34

	Included observations: 34 after adjusting endpoints

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.854137
	0.326613
	2.615133
	0.0144

	LOG(STOCK2001)
	0.625015
	0.094341
	6.625030
	0.0000

	OP2002
	0.000435
	0.000933
	0.466610
	0.6445

	NI2002-NI2001
	0.000930
	0.000261
	3.565559
	0.0014

	EPS
	-0.842979
	0.717310
	-1.175195
	0.2502

	SP500*BETA
	1.245785
	0.406014
	3.068333
	0.0049

	MKTCAP
	7.46E-06
	4.70E-06
	1.587734
	0.1240

	R-squared
	0.860320
	    Mean dependent var
	2.556376

	Adjusted R-squared
	0.829280
	    S.D. dependent var
	1.002756

	S.E. of regression
	0.414322
	    Akaike info criterion
	1.256893

	Sum squared resid
	4.634886
	    Schwarz criterion
	1.571143

	Log likelihood
	-14.36718
	    F-statistic
	27.71649

	Durbin-Watson stat
	2.062435
	    Prob(F-statistic)
	0.000000
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